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The Vision for a DOE Science Grid

♦ Programs like SciDAC that use computing to 
address otherwise intractable science problems 
will require use of the computing, data, and 
instrument resources across multiple Labs and 
Universities

♦ Building the teams needed to solve these large 
scale scientific problems will require extensive use 
of distributed collaboration tools and facilities
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♦ It is the role of Grids – tools and middleware for 
widely distributed systems – to enable the degree 
of scalability in scientific computing necessary for 
DOE to accomplish its missions in science

♦ The DOE Science Grid's major objective is to 
provide the advanced distributed computing 
infrastructure that will be essential for DOE science 
in the future

The vision for “Grids” is to revolutionize the use of 
computing in science by making the construction and 
use of large scale systems of diverse resources as 
easy as using today’s desktop environments.
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Expected Outcomes

Grids will present a uniform usage and management 
interface to computing, collaboration, storage, and 
instrument systems, and provide the capability of 
scalably connecting these into large, on-demand 
systems. This should lead to:

♦ Increased mobility and access to computing and 
data by computational scientists

♦ Routine collaboration among DOE Labs and their 
university partners through ready and secure 
access to collaboration tools, remote instruments, 
and petabyte size data sets
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♦ Construction of systems of aggregated resources 
for solving large-scale problems that involve 
coupling multiple computational simulations and 
data archives

♦ New approaches to laboratory science through the 
coupling of large-scale computing and storage 
systems to instrument systems in order to provide 
real-time analysis of experiment data and feedback 
based experiment control

♦ Standardized architecture and tools that make it 
easier to incorporate new computer architectures, 
data systems, and instruments into a usable 
application environment
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Motivating Application Classes

♦ Scientific data analysis and computational 
modeling with a world-wide scope of participants – 
e.g. High Energy Physics data analysis and climate 
modeling

♦ Real-time data analysis for on-line instruments, 
especially those that are unique national resources 
– e.g. LBNL’s and ANL’s synchrotron light sources, 
PNNL’s gigahertz NMR machines, etc.
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♦ Generation, management and use of very large, 
complex data archives that are shared across an 
entire community – e.g. DOE’s human genome data 
and NASA’s EOS data

♦ Collaborative, interactive analysis and visualization 
of massive datasets – e.g. DOE’s Combustion 
Corridor project

Addressing the requirements of these classes of 
applications in a general way, with common Grid 
infrastructure deployed across the DOE Labs and 
collaborating universities, will enable many different 
applications to routinely use widely distributed 
resources.
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Current Environment

♦ Some good tools, with others being developed

♦ Very little persistent common infrastructure

♦ Result is that most distributed application 
environments deal with a restricted set of 
resources in an ad hoc way, and every project 
re-invents this scenario
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Internet and 
Communication Services

large scale 
instruments

tertiary storage

ANL
GSFC
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supercomputers

Local Resources and Services

SLAC

Problem Solving Environments

tertiary storage

network 
cache 
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Distributed Environment

Currently: PSEs typically deal with a 
restricted set of resources in an ad 
hoc way: There is no common 
middleware that provides the 
uniformity needed to expand the 
scope of these applications.

Future: The DOE Science Grid will provide a shared, 
and when possible, uniform view of resources in 

order to facilitate access and construction of 
distributed systems.
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Approach and Goals for the
DOE Science Grid

♦ Grids are built through collaborative efforts, and at 
the same time facilitate collaboration: The DOE 
Science Grid will be a collaboration among DOE 
Labs

♦ Deployment of existing technology (Globus, 
Condor, Grid portals, etc.) will provide for relatively 
rapid impact – the first version of the Science Grid 
will be built from computing and storage resources 
in the DOE computer science and applications 
communities 
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Approach and Goals

♦ ESNet will provide the development and support for 
Grid directory and security services - this will 
ensure persistent and usable infrastructure across 
the DOE Labs

♦ Grid support for building collaboration services will 
both facilitate construction of the Grid and more 
readily provide collaboration tools to users

♦ A Science Grid operational model will be developed 
that provides for easy user access and for local 
control of resources that are connected to the 
Science Grid
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Approach and Goals

♦ Strong security will be provided from the start in 
order to address authentication, authorization, and 
infrastructure assurance in open science networks 
for both applications and Grid services

♦ As Grid services are debugged and validated they 
will be deployed on the NERSC systems to provide 
a uniform supercomputing environment – the 
production Science Grid represents a new service 
delivery model for DOE computing, data, and 
instrument resources
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Approach and Goals

♦ Applications will be identified that both test Grids 
and benefit from Grids – a powerful application 
development and production environment will 
result

♦ Analysis and resolution of issues uncovered during 
the deployment of the Science Grid will lead to R&D 
on technologies to provide new capabilities

♦ Active cooperation with the other major players in 
the Grid community, e.g. the NSF PACIs and 
NASA’s IPG, is facilitated through the Grids Forum 
– this will ensure that all of these groups can 
leverage each other’s work (as is already 
happening)
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Experience with Grid-like Systems

♦ SF Express

♦ Access Grid 

♦ Kaiser on-line cardio-angiography system
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NTON network 
testbed

WALDO real-time digital library
system and DPSS distributed cache
[9] for data cataloguing and storage

Kaiser San Francisco Hospital 
Cardiac Catheterization Lab

(X-ray video imaging system, ≈ 130 
mbit/s, 50% duty cycle 8-10 hr/day)

Kaiser Oakland 
Hospital 

(physicians and 
databases)

Kaiser 
Division of 
Research

The PSE: Automatically generated user 
interfaces providing indexed access to 
the large data objects (the X-ray video) 

and to various derived data.

Compute 
servers for data 

analysis and 
transformation

Lawrence Berkeley 
National Laboratory

and Kaiser Permanente 
Health Care

On-line Health Care 
Imaging Experiment

Tertiary 
Storage
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DOE Science Grid

Technology Vision

Grid middleware, services, and resource managers 
will provide a uniform and location independent view 
of distributed computing, storage, communication, 
instrument, and collaboration resources.

The DOE Science Grid will provide persistent 
infrastructure for resource naming, discovery, 
access, security, and operational support.

DOE Labs will connect resources to the Science Grid 
to facilitate collaboration and to build large-scale 
systems.
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Grid Architecture

♦ Problem Solving Environments are the user 
interface to Grids, and are supported by Grid 
toolkits for
• job submission, control, and tracking services
• workflow management for specific classes of 
applications (e.g. physics data analysis 
frameworks or aircraft design parameter study 
managers)

• policy based access control, etc.
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Grid Technology Vision

♦ Application development tools and services 
support various styles of programming in the Grid 
environment, as well as the development of Grid 
services themselves. E.g.:
• uniform data access methods developed in the 
DataGrid project [14] will form the foundation for 
global storage management services such as 
MCAT/SRB [22] and the Storage Access 
Coordination System (STACS), HRM (HPSS 
Resource Manager) [15]

• Globus I/O enabled MPI library provides 
coordinated, MPI communication between 
processes on separate systems
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♦ The “Grid Common Services” locate, schedule, and 
provide uniform views of the underlying resources. 
E.g.: resource access, naming and location, and 
co-scheduling for computing, networking, and 
instrument systems

♦ Resource managers provide the basic functionality 
and access for the actual resources
• some already exist - e.g. batch schedulers - 
however do not always support the required 
functionality (e.g. for advance reservation)
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♦ Tools to implement the human interfaces
♦ Mechanisms to express, organize, and manage the workflow of a 

problem solution
♦ Access control
♦ E.g. SciRun [24], Ecce [25], “portals”, WebFlow [26], ...
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Roadmap for DOE Science Grid (“DSG”)

Near term (1 -2 yr)

♦ Deploy existing tools (Globus, data access, and 
portals) across a collection of computer science 
R&D resources at DOE Labs to provide a prototype 
Science Grid infrastructure
Outcomes:
- enhanced collaboration among DOE Labs and 
their partners

- demonstrate computing and storage resource 
sharing and load leveling

- support for HENP large-scale data analysis
- initial application use of the Science Grid
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Roadmap (near term)

♦ Provide uniform, strong, and versatile security 
services built on PKI/X.509 and Globus Security 
Infrastructure.
Outcomes:
- facilitation of inter-site collaboration in the face 
of increased hacker sophistication and increased 
DOE security requirements
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♦ Define and support multiple levels of participation 
in the DSG in order to make the “cost of entry” 
commensurate with the type of participation
Outcomes:

- core sites will manage their own resources, provide system 
support for Grid services, and provide direct assistance to 
their application development community

- sponsor sites will provide the services of a core site, and 
manage some of the Grid services of sponsored sites

- sponsored sites can incorporate resources into the Grid, but 
will not have to manage all aspects of their Grid services

- client site users or un-associated users only have to obtain 
an identity certificate and install the client-side software on 
their workstation to use the Science Grid – this will be made 
very easy



27
Vision for a DOE Science Grid

Roadmap (near term)

♦ Build a Grid services unit in ESNet to provide the 
foundation Grid naming and security services.
Outcomes:
- persistent infrastructure for the Science Grid
- operation of the root directory server for the 
Science Grid

- operation of directory servers as a service for 
sponsored sites

- operation of the Science Grid root Certification 
Authority that signs the certificates of other Grid 
(Lab) CAs

- operation of a community CA for client sites or 
un-associated users
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Roadmap (near term)

♦ Provide Grid based services for collaboration tools 
and environments, and remote instrument 
interfaces.
Outcomes:
- easier deployment of collaboration tools and 
remote instrument control systems that build on 
Grid directory services and security

♦ Integrate the Science Grid data access tools with 
NERSC HPSS testbed
Outcomes:
- Grid user access to HPSS
- first step in integrating the production HPSS into 
the Grid



29
Vision for a DOE Science Grid

Roadmap (near term)

♦ Collaborate with science application communities 
to get significant applications operating in the 
prototype Science Grid
Outcomes:
- encourage application developers to use the Grid
- first step in providing supported user services 
for the Grid

♦ Collaborate with the ASCI DISCOM program
Outcomes:
- promote a uniform DOE computing environment
- cooperate on the development of Grid 
technologies
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Roadmap (near term)

♦ Participate actively in all working groups of the
Grid Forum
Outcomes:
- ensure that DOE requirements are addressed and 
incorporated into GF working documents and 
draft standards
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Roadmap

Near/Medium term (2-3 years)
♦ Science Grid services deployed across all Office of 

Science Labs
Outcomes:
- an operational Science Grid actively supporting 
multi-institutional applications

♦ Incorporate NERSC resources into the Science Grid
Outcomes:
- homogenization the NERSC machine room floor 
and provide uniform “single sign-on” access to 
all NERSC resources
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♦ Grid services for cross-system, cross-site 
co-scheduling of heterogeneous resources: 
computing systems, storage systems, instruments, 
network Quality-of-Service, etc.
Outcomes:
- routine construction of large scale and 
multi-disciplinary problem solving systems

♦ Integrate Web portal technology with the Science 
Grid to provide Web based user access to Grid 
services, job tracking, etc.
Outcomes:
- easier access to Grid services by the scientific 
community
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Roadmap

Medium/Long term (3-5 years)

♦ Global workflow management: global event driven, 
adaptive job step sequencers and managers, 
knowledge based application fault management, 
etc.
Outcomes:
• ability to coordinate and manage very complex 
tasks that span many sites and many different 
resources



34
Vision for a DOE Science Grid

DOE SCience Grid Vision

The DOE Science Grid will provide uniformity, location 
independence, and capabilities for building complex, 
on-demand, large scale distributed systems from 
scientific computing, data storage, scientific 
instruments, and collaboration resources that are 
spread across the DOE Labs and their partners.

This will lead to revolutionary new capabilities for 
solving large-scale scientific problems.
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